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"A consistent finding across studies is that fine-tuning LMs on a range of NLP tasks, with instructions, 
improves their downstream performance on held-out tasks, both in the zero-shot and few-shot settings."

Ouyang et. al. 2022. Training language models to follow instructions with human feedback

"Finally, in explaining the success of prompts, the leading hypothesis is that models learn to understand 
the prompts as task instructions which help them generalize to held-out tasks"

Sanh et. al. 2022. Multitask Prompted Training Enables Zero-Shot Task Generalization

"We show that instruction tuning—finetuning language models on a collection of datasets described via 
instructions—substantially improves zero-shot performance on unseen tasks.”

Wei et. al. 2022. Finetuned Language Models Are Zero-Shot Learners.
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Motivating Observation
• Instruction-tuned LLMs underperform small LMs methods on relation 

extraction (RE) 

We regard language models with <1B parameters as small.



Reason: Lack of RE-like Instruction Tuning?



Research Question

• How LLMs will perform with unpopular (RE) and 
popular (QA) instructions & formats?

• -> Are unpopular (RE) and popular (QA) tasks 
equally benefit from instruction tuning?



Relation Extraction
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{Obama} lives in the city 
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Vanilla RE

Given a sentence, and two entities 
within the sentence, classify the 
relationship between the two entities 
based on the provided sentence. All 
possible relationships are listed below:
- per:city_of_birth
- per:city_of_death
- per:cities_of_residence
- no_relation

Sentence: Wearing jeans and a white 
blouse, Amanda Knox of Seattle is 
being cross-examined by prosecutors.
Entity 1 : Amanda Knox
Entity 2 : Seattle
Relationship: per:city_of_birth

QA4RE

Determine which option can be inferred from the 
given sentence.

Sentence: Wearing jeans and a white blouse, 
Amanda Knox of Seattle is being cross-examined 
by prosecutors.

Options:
A. Amanda Knox was born in the city Seattle
B. Amanda Knox died in the city Seattle
C. Amanda Knox lives in the city Seattle
D. Amanda Knox has no known relations to Seattle

Which option can be inferred from the given 
sentence?
Option: C.

Gutiérrez et al., Thinking about GPT-3 In-Context Learning for Biomedical IE? Think Again, 2022



Methods TACRED RETACRED TACREV SemEval Avg.
P R F1 P R F1 P R F1 P R F1 F1

Baselines

NLIBART 42.6 65.0 51.4 59.5 34.9 44.0 44.0 74.6 55.3 21.6 23.7 22.6 43.3
NLIRoBERTa 37.1 76.9 50.1 52.3 67.0 58.7 37.1 83.6 51.4 17.6 20.9 19.1 44.8
NLIDeBERTa 42.9 76.9 55.1 71.7 58.3 64.3 43.3 84.6 57.2 22.0 25.7 23.7 50.1
SuREBART 13.1 45.7 20.4 17.9 34.6 23.6 14.1 52.3 22.2 0.0 0.0 0.0 16.5
SuREPEGASUS 13.8 51.7 21.8 16.6 34.6 22.4 13.5 54.1 21.6 0.0 0.0 0.0 16.4

GPT-3.5 Series

ChatGPT Vanilla 32.1 74.8 44.9 45.4 61.3 52.1 30.3 79.6 43.9 18.2 20.8 19.4 40.1
QA4RE 32.8 68.0 44.2 (�0.7) 48.3 76.8 59.3 (+7.2) 34.7 79.1 48.2 (+4.3) 29.9 35.2 32.3 (+12.9) 46.0 (+5.9)

code-002 Vanilla 27.2 70.1 39.2 42.7 70.4 53.1 27.5 77.7 40.6 27.2 25.6 26.4 39.8
QA4RE 37.7 65.4 47.8 (+8.6) 48.0 74.0 58.2 (+5.1) 31.7 65.5 42.7 (+2.1) 25.2 29.2 27.0 (+0.6) 43.9 (+4.1)

text-002 Vanilla 31.2 73.1 43.7 44.1 76.3 55.9 30.2 76.8 43.3 31.4 28.8 30.1 43.2
QA4RE 35.6 68.4 46.8 (+3.1) 46.4 72.4 56.5 (+0.6) 35.7 76.8 48.8 (+5.4) 29.4 34.3 31.6 (+1.5) 45.9 (+2.7)

text-003 Vanilla 36.9 68.8 48.1 49.7 62.2 55.3 38.2 76.8 51.0 33.2 39.3 36.0 47.6
QA4RE 47.7 78.6 59.4 (+11.3) 56.2 67.2 61.2 (+5.9) 46.0 83.6 59.4 (+8.4) 41.7 45.0 43.3 (+7.3) 55.8 (+8.2)

FLAN-T5 Series

XLarge Vanilla 51.6 49.1 50.3 54.3 40.3 46.3 56.0 59.1 57.5 35.6 29.8 32.4 46.6
QA4RE 40.0 78.2 53.0 (+2.7) 57.1 79.7 66.5 (+20.2) 40.7 85.9 55.3 (�2.2) 45.1 40.1 42.5 (+10.1) 54.3 (+7.7)

XXLarge Vanilla 52.1 47.9 49.9 56.6 54.0 55.2 52.6 50.9 51.7 29.6 28.8 29.2 46.5
QA4RE 40.6 82.9 54.5 (+4.6) 56.6 82.9 67.3 (+12.1) 39.6 86.4 54.3 (+2.6) 41.0 47.8 44.1 (+14.9) 55.1 (+8.6)

Table 1: Experimental results on four RE datasets (%). We omit the ‘davinci’ within the names of GPT-3.5 Series
LLMs and ChatGPT refers to gpt-3.5-turbo-0301. We mark the best results in bold, the second-best underlined, and
F1 improvement of our QA4RE over vanilla RE in green.

To systematically compare our QA4RE frame-
work with the vanilla RE formulation, we evaluate
them on two series of LLMs, resulting in seven
models in total. In GPT-3.5 series LLMs, for LLMs
accessible via Text Completion API (code-davinci-
002, text-davinci-002, and text-davinci-003), we
follow previous work (Jimenez Gutierrez et al.,
2022) and use the logit bias option to constrain
token generation to relation labels for vanilla RE
and option indices for QA4RE. Due to the fewer
available control options for LLMs in Chat Com-
pletion API (gpt-3.5-turbo-0301), we only set the
temperature as 0 and use the default system prompt.

We also examine open-sourced FLAN-T5 series
LLMs (Chung et al., 2022) that are trained on a mix-
ture of tasks (Sanh et al., 2022; Wei et al., 2022a;
Wang et al., 2022). The 1,836 tasks utilized in
training include less than 0.5% of RE-similar tasks,
making FLAN-T5 series LLMs the ideal models
for verifying our hypothesis. Specifically, we use
XLarge (3B) and XXLarge (11B) models and adopt
the same prompts and greedy decoding strategy as
GPT-3.5 series LLMs to ensure a fair comparison.

5 Results

5.1 Zero-Shot Results
Our main experimental results on four relation ex-
traction datasets can be found in Tab. 1. We have
the following observations from our results:
(1) By reformulating RE as QA, our framework

improves upon the vanilla RE formulation on
all the LLMs and most datasets, making them
much stronger zero-shot relation extractors. In
particular, text-davinci-003 and FLAN-T5 XL and
XXL are able to outperform the prior SoTA (i.e.,
NLIDeBERTa) by a large margin. One thing worth
noting is that QA4RE brings the largest gain on
the best LLM in each series (text-davinci-003 and
FLAN-T5 XXL), showing that better LLMs may
benefit more from our framework.

(2) FLAN-T5 series models encounter less than
0.5% of RE task instructions during tuning. The
two FLAN-T5 LLMs in Table 1 benefit signifi-
cantly from our QA4RE framework. Moreover,
consistent and substantial improvements can also
be observed in other FLAN-T5 models and the full
test set, as discussed in Sec. 6.3 and Appendix B.
These findings strongly support our hypothesis that
aligning underrepresented tasks with more com-
mon instruction-tuning tasks, such as QA, unlocks
LLMs’ ability to solve low-frequency tasks.

(3) The SemEval dataset poses a significant chal-
lenge for all baselines given its lack of type-
constraints, particularly for SuRE (Lu et al., 2022).
With such a large search space, generative LMs
without fine-tuning tend to summarize all exam-
ples into NoTA relation, resulting in its system-
atic failure. It should be noted that without type
constraints, the RE problem becomes a 19-choice
question answering task in our QA4RE framework.
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traction datasets can be found in Tab. 1. We have
the following observations from our results:
(1) By reformulating RE as QA, our framework

improves upon the vanilla RE formulation on
all the LLMs and most datasets, making them
much stronger zero-shot relation extractors. In
particular, text-davinci-003 and FLAN-T5 XL and
XXL are able to outperform the prior SoTA (i.e.,
NLIDeBERTa) by a large margin. One thing worth
noting is that QA4RE brings the largest gain on
the best LLM in each series (text-davinci-003 and
FLAN-T5 XXL), showing that better LLMs may
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(2) FLAN-T5 series models encounter less than
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two FLAN-T5 LLMs in Table 1 benefit signifi-
cantly from our QA4RE framework. Moreover,
consistent and substantial improvements can also
be observed in other FLAN-T5 models and the full
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These findings strongly support our hypothesis that
aligning underrepresented tasks with more com-
mon instruction-tuning tasks, such as QA, unlocks
LLMs’ ability to solve low-frequency tasks.

(3) The SemEval dataset poses a significant chal-
lenge for all baselines given its lack of type-
constraints, particularly for SuRE (Lu et al., 2022).
With such a large search space, generative LMs
without fine-tuning tend to summarize all exam-
ples into NoTA relation, resulting in its system-
atic failure. It should be noted that without type
constraints, the RE problem becomes a 19-choice
question answering task in our QA4RE framework.

Transforming the unfamiliar tasks 
(RE) of instruction-tuned LLMs to 

their familiar tasks (QA) could bring 
significant performance gains.



Only work on Large LMs?
Methods P R F1 �F1

code-002
Vanilla 27.2 70.1 39.2 -
Vanilla + TEMP 27.5 71.8 39.7 +0.5
QA4RE 37.7 65.4 47.8 +8.6

text-002
Vanilla 31.2 73.1 43.7 -
Vanilla + TEMP 26.8 77.8 39.8 �3.9
QA4RE 35.6 68.4 46.8 +3.1

text-003
Vanilla 36.9 68.8 48.1 -
Vanilla + TEMP 36.9 76.5 49.8 +1.7
QA4RE 47.7 78.6 59.4 +11.3

Table 5: Evaluation on TACRED regarding whether
incorporating relation explanations based on the same
templates into vanilla RE bridges its gap to QA4RE (%).

the given sentence (the premise) entails each an-
swer option from the QA4RE formulation (the hy-
pothesis). We allow the LLM to generate entail-
ment, neutral, or contradiction for each sentence-
relation pair. If the maximum probability of entail-
ment among all possible positive relations is below
the threshold of 0.5, the example will be classified
as NoTA, as done by Sainz et al. (2021).

Formulation RED RERED REV Eval Avg.

Vanilla 48.1 55.3 51.0 36.0 47.6
NLI4RE 41.7 36.8 39.2 22.4 35.0
QA4RE 59.4 61.2 59.4 43.3 55.8

Table 6: F1 of text-davinci-003 with different task for-
mulations (%). RED, RERED, REV, and Eval are short
for TACRED, RETACRED, TACREV, and SemEval
datasets, respectively.

As shown in Tab. 6, when using the NLI formula-
tion, text-davinci-003 surprisingly underperforms
the vanilla RE formulation. The reason for its poor
performance is two-fold: (1) The heuristically pre-
defined threshold 0.5 is not ideal for LLMs and thus
many positive predictions are classified as NoTA.
However, it is also difficult to find a good threshold
under the zero-shot setting. (2) Under NLI4RE,
unlike vanilla RE or QA4RE, an LLM is not seeing
the full relation space but assigning probabilities to
each candidate hypothesis individually. The final
prediction is thus more sensitive to the LLM’s bias
over different relations.

NLI4RE also requires multiple inference runs for
each relation example to evaluate all the candidate
relations, incurring a significantly higher cost.

6.3 QA4RE & Model Size
To verify the effectiveness and transferability of our
QA4RE framework on smaller instruction-tuned
models, we further evaluate the FLAN-T5 Small

LMs Model Size Avg. F1
Vanilla QA4RE �

GPT-3.5 Series

text-001 175B 22.3 14.9 �7.4
code-002 175B 39.8 43.9 +4.1
text-002 175B 43.2 45.9 +2.7
text-003 175B 47.6 55.8 +8.2

FLAN-T5 Series

Small 80M 19.5 25.0 +5.6
Base 250M 22.3 26.4 +4.2
Large 780M 34.8 41.8 +7.0
XLarge 3B 46.6 54.3 +7.7
XXLarge 11B 46.5 55.1 +8.6

Table 7: Effectiveness of QA4RE on both the GPT-3.5
series and FLAN-T5 with different sizes. The results
are averaged over four RE datasets.

(80M), Base (250M), and Large (780M) on the
full test set over four RE datasets. Tab. 7 shows
our QA4RE framework can still bring consider-
able gains to instruction-tuned models with various
sizes, even for the smallest one (80M). This demon-
strates the effectiveness of QA4RE is transferable
across various model sizes from 80M to 175B, con-
sidering the consistent improvements of QA4RE
on several GPT-3.5 models.

In the FLAN-T5 series, larger models benefit
more from our framework. However, we note that
this trend does not continue when scaling up to
much larger GPT-3.5 models. In fact, all GPT-
3.5 models except for text-davinci-003 benefit less
from QA4RE than FLAN-T5 models. The smaller
improvements of QA4RE on these models make
their overall RE performance only comparable with
models that are approximately 20 and 50 times
smaller. This indicates that the wide variety of
alignment strategies used by the GPT-3.5 series
models discussed in Sec. 2 might not be universally
more effective than standard instruction-tuning for
improving model generalization on low-incidence
tasks even when aligned to high incidence ones.
Nevertheless, the strong improvement observed
in the strongest models tested, text-davinci-003
and FLAN-T5-XXL, demonstrates the potential
for QA4RE’s effectiveness to continue as models
become even more capable in the future.

7 Conclusions and Future Work

In this work, we first show that even the most recent
instruction-tuned LLMs underperform fine-tuned
small LMs on the relation extraction (RE) task.
To address this limitation, we reformulate RE into
multiple-choice question answering (QA) with the
purpose of leveraging a task that is widely cov-

1. Effectively transferable from 80M 
(FLAN-T5 Small) to 175B (text-
davinvi-003).

2. In GPT-3.5 series: the more recent 
model, the more performance 
gains from QA4RE.

3. In FLAN-T5: larger models, more 
performance gains from QA4RE.



Are Relation Templates All LLMs Need?

Vanilla + Template RE

Given a sentence, and two entities within the sentence, 
classify the relationship between the two entities based on 
the provided sentence. All possible relationships are listed 
below with explanations:
- per:city_of_birth: Entity 1 was born in the city Entity 2
- per:city_of_death: Entity 1 died in the city Entity 2
- per:cities_of_residence: Entity 1 lives in the city Entity 2
- no_relation: Entity 1 has no known relations to Entity 2

Sentence: Wearing jeans and a white blouse, Amanda Knox 
of Seattle is being cross-examined by prosecutors.
Entity 1 : Amanda Knox
Entity 2 : Seattle
Relationship: per:city_of_birth

Methods P R F1 �F1

code-002
Vanilla 27.2 70.1 39.2 -
Vanilla + TEMP 27.5 71.8 39.7 +0.5
QA4RE 37.7 65.4 47.8 +8.6

text-002
Vanilla 31.2 73.1 43.7 -
Vanilla + TEMP 26.8 77.8 39.8 �3.9
QA4RE 35.6 68.4 46.8 +3.1

text-003
Vanilla 36.9 68.8 48.1 -
Vanilla + TEMP 36.9 76.5 49.8 +1.7
QA4RE 47.7 78.6 59.4 +11.3

Table 5: Evaluation on TACRED regarding whether
incorporating relation explanations based on the same
templates into vanilla RE bridges its gap to QA4RE (%).

the given sentence (the premise) entails each an-
swer option from the QA4RE formulation (the hy-
pothesis). We allow the LLM to generate entail-
ment, neutral, or contradiction for each sentence-
relation pair. If the maximum probability of entail-
ment among all possible positive relations is below
the threshold of 0.5, the example will be classified
as NoTA, as done by Sainz et al. (2021).

Formulation RED RERED REV Eval Avg.

Vanilla 48.1 55.3 51.0 36.0 47.6
NLI4RE 41.7 36.8 39.2 22.4 35.0
QA4RE 59.4 61.2 59.4 43.3 55.8

Table 6: F1 of text-davinci-003 with different task for-
mulations (%). RED, RERED, REV, and Eval are short
for TACRED, RETACRED, TACREV, and SemEval
datasets, respectively.

As shown in Tab. 6, when using the NLI formula-
tion, text-davinci-003 surprisingly underperforms
the vanilla RE formulation. The reason for its poor
performance is two-fold: (1) The heuristically pre-
defined threshold 0.5 is not ideal for LLMs and thus
many positive predictions are classified as NoTA.
However, it is also difficult to find a good threshold
under the zero-shot setting. (2) Under NLI4RE,
unlike vanilla RE or QA4RE, an LLM is not seeing
the full relation space but assigning probabilities to
each candidate hypothesis individually. The final
prediction is thus more sensitive to the LLM’s bias
over different relations.

NLI4RE also requires multiple inference runs for
each relation example to evaluate all the candidate
relations, incurring a significantly higher cost.

6.3 QA4RE & Model Size
To verify the effectiveness and transferability of our
QA4RE framework on smaller instruction-tuned
models, we further evaluate the FLAN-T5 Small

LMs Model Size Avg. F1
Vanilla QA4RE �

GPT-3.5 Series

text-001 175B 22.3 14.9 �7.4
code-002 175B 39.8 43.9 +4.1
text-002 175B 43.2 45.9 +2.7
text-003 175B 47.6 55.8 +8.2

FLAN-T5 Series

Small 80M 19.5 25.0 +5.6
Base 250M 22.3 26.4 +4.2
Large 780M 34.8 41.8 +7.0
XLarge 3B 46.6 54.3 +7.7
XXLarge 11B 46.5 55.1 +8.6

Table 7: Effectiveness of QA4RE on both the GPT-3.5
series and FLAN-T5 with different sizes. The results
are averaged over four RE datasets.

(80M), Base (250M), and Large (780M) on the
full test set over four RE datasets. Tab. 7 shows
our QA4RE framework can still bring consider-
able gains to instruction-tuned models with various
sizes, even for the smallest one (80M). This demon-
strates the effectiveness of QA4RE is transferable
across various model sizes from 80M to 175B, con-
sidering the consistent improvements of QA4RE
on several GPT-3.5 models.

In the FLAN-T5 series, larger models benefit
more from our framework. However, we note that
this trend does not continue when scaling up to
much larger GPT-3.5 models. In fact, all GPT-
3.5 models except for text-davinci-003 benefit less
from QA4RE than FLAN-T5 models. The smaller
improvements of QA4RE on these models make
their overall RE performance only comparable with
models that are approximately 20 and 50 times
smaller. This indicates that the wide variety of
alignment strategies used by the GPT-3.5 series
models discussed in Sec. 2 might not be universally
more effective than standard instruction-tuning for
improving model generalization on low-incidence
tasks even when aligned to high incidence ones.
Nevertheless, the strong improvement observed
in the strongest models tested, text-davinci-003
and FLAN-T5-XXL, demonstrates the potential
for QA4RE’s effectiveness to continue as models
become even more capable in the future.

7 Conclusions and Future Work

In this work, we first show that even the most recent
instruction-tuned LLMs underperform fine-tuned
small LMs on the relation extraction (RE) task.
To address this limitation, we reformulate RE into
multiple-choice question answering (QA) with the
purpose of leveraging a task that is widely cov-
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How Strong the QA4RE is? - Few-shot

1. Vanilla RE do not benefit from few-shot 
demonstrations.

2. NLI baseline is still sensitive to 
templates in few-shot setting

Vanilla RE - Few-Shot
[Instruction]
Sentence: Obama was born in Honolulu in 1961.
Entity 1: Obama
Entity 2: Honolulu
Relationship: per:city_of_birth
Sentence: Wearing jeans ….
Entity 1 : Amanda Knox
Entity 2 : Seattle
Relationship:



Conclusion
• 1. Reformulating tasks (RE) that are not well covered in the instruction 

datasets to popular tasks (QA) unlocks LLMs’ abilities.

• 2. QA4RE makes LLMs strong and robust zero-shot relation extractors.

Check our paper for 
more details 🤗👉


