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Dense Retriever - Sequence-level Semantic Matching
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Lexicon-aware Retriever - Term-level Exact Matching
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Lexicon-aware Retriever - Term-level Exact Matching
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Lexicon-aware Retriever - Term-level Exact Matching
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Dense and Lexicon-aware Retrieval Systems

• Dense Retriever (38.1 MRR@10 on MS MARCO)
• Sequence-level Semantic Matching
• Condensed Embedding Size (e.g., 768)

• Lexicon-aware Retriever (38.3 MRR@10 on MS MARCO)
• Lexicon-level Exact Matching
• Sparse Embedding Size (e.g., vocab size=30k)

Can one embedding have both retrieval capabilities?

40%
Disagreement



Experiment Setup

• Dense Retriever: coCondenser (110M)

• Lexicon-aware Retriever: DistilBERT (66M)
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Strategy 1 - Lexicon-Augmented Contrastive Training
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Strategy 2 - Rank Consistent Regularization
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Table 1: Experimental results on MS MARCO, TREC DL 2019 (DL’19), and TREC DL 2020 (DL’20) datasets (%). We mark the best
results in bold and the second-best underlined. Numbers marked with ‘*’ mean that the improvement is statistically signi�cant
compared with the baseline (t-test with ?-value < 0.05).

Methods PLM Ranker Multi MS MARCO Dev DL’19 DL’20

Taught Vector MRR@10 R@50 R@1k NDCG@10 NDCG@10
Lexicon-Aware Retriever
BM25 [40] - 18.7 59.2 85.7 50.6 48.0
DeepCT [7] BERTbase 24.3 69.0 91.0 55.1 55.6
COIL-full [14] BERTbase 35.5 - 96.3 70.4 -
UniCOIL [26] BERTbase 35.2 80.7 95.8 - -
SPLADE-max [10] DistilBERT 34.0 - 96.5 68.4 -
DistilSPLADE-max [10] DistilBERT X 36.8 - 97.9 72.9 -
UniCOIL ⇤ [4] BERTbase 34.1 82.1 97.0 - -
Dense Retriever
ANCE [49] RoBERTabase 33.0 - 95.9 64.5 64.6
ADORE [52] RoBERTabase 34.7 - - 68.3 66.6
TAS-B [17] DistilBERT X 34.7 - 97.8 71.7 68.5
TAS-B + CL-DRD [51] DistilBERT X 38.2 - - 72.5 68.7
TCT-ColBERT [28] BERTbase X 35.9 - 97.0 71.9 -
ColBERTv1 [21] BERTbase X 36.0 82.9 96.8 67.0 66.8
ColBERTv2 [42] BERTbase X X 39.7 86.8 98.4 72.0 62.1
coCondenser [13] BERTbase 38.2 - 98.4 - -
PAIR [38] ERNIEbase X 37.9 86.4 98.2 - -
RocketQAv2 [39] ERNIEbase X 38.8 86.2 98.1 - -
AR2-G [53] BERTbase X 39.5 - - - -
Our Models
LEX (Warm-up) DistilBERT 36.1 84.2 97.5 67.4 66.4
LEX (Continue) DistilBERT 38.3 85.9 98.0 72.8 67.7
DEN (Warm-up) BERTbase 36.1 83.5 97.7 64.7 65.9
DEN (Continue) BERTbase 38.1 86.3 98.4 69.1 67.8
DEN (w/ RT) BERTbase X 39.6 86.7 98.4 71.8 69.7

LED BERTbase 39.6 86.6 98.3 70.5 67.9
LED (w/ RT) BERTbase X 40.2⇤ 87.6⇤ 98.4 74.4⇤ 70.2⇤

Table 2: Evaluation results of di�erent teaching strategies on
MS MARCO Dev (%). ‘*’ refers to statistical signi�cance.

Methods MRR@10 R@1k

No Distillation 38.1 98.4

Filter [35] 38.4 98.4
Margin-MSE [16] 38.5 98.3
ListNet [48] 38.7 98.2
KL-Divergence [53] 39.0 98.4

Ours 39.6⇤ 98.3

gain. The phenomenon implies that a soft teaching objective is
more functional for transferring knowledge from the lexicon-aware
model than strict objectives. In fact, enforcing dense retrievers to
be aligned with �ne-grained di�erences between scores of the LEX
often leads to training collapse. Concretely, only equipped with

carefully chosen hyperparameters, especially small distillation loss
weight, Margin-MSE can enhance the dense retriever.

Comparison of Ensemble Retrievers. Weare also curiouswhether
our LED can improve the performance of ensemble retrievers. With
LEX (Continue) (\ lex2) and LED (\ led), we simply use the summa-
tion of the normalized relevance scores of two retrievers, and then
return a new order of retrieval results. Tab. 3 gives the evaluation re-
sults of our systems and other strong baselines reported in previous
work [4, 26, 28]. Note that previous work [26, 28] utilized weighted
score sum after hyper-parameter searching while we directly sum
the normalized scores of two retrievers without any tuning. From
the results in Tab. 3, we can observe:

(1) Aligned with results in SPAR [4], the ensemble of two dense
retrievers (i.e., DEN (Continue) + LED and DEN (Continue) + DEN
(w/ RT)) is not as performant as that of one dense and one lexicon-
aware retriever. In particular, the ensemble of two dense retrievers
is even less competitive than a single LED or DEN (w/ RT). The
results are rational because two base models have similar retrieval

1. LED signifincatly benefits 
from lexical knowledge, 
even outdoing its teacher. 

2. Lexical knowledge 
distillation is comparable 
with reranker distillation.

3. Lexical knowledge 
distillation is compatible 
with reranker distillation.  
Combining them together 
could reach SoTA.
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gain. The phenomenon implies that a soft teaching objective is
more functional for transferring knowledge from the lexicon-aware
model than strict objectives. In fact, enforcing dense retrievers to
be aligned with �ne-grained di�erences between scores of the LEX
often leads to training collapse. Concretely, only equipped with

carefully chosen hyperparameters, especially small distillation loss
weight, Margin-MSE can enhance the dense retriever.

Comparison of Ensemble Retrievers. Weare also curiouswhether
our LED can improve the performance of ensemble retrievers. With
LEX (Continue) (\ lex2) and LED (\ led), we simply use the summa-
tion of the normalized relevance scores of two retrievers, and then
return a new order of retrieval results. Tab. 3 gives the evaluation re-
sults of our systems and other strong baselines reported in previous
work [4, 26, 28]. Note that previous work [26, 28] utilized weighted
score sum after hyper-parameter searching while we directly sum
the normalized scores of two retrievers without any tuning. From
the results in Tab. 3, we can observe:

(1) Aligned with results in SPAR [4], the ensemble of two dense
retrievers (i.e., DEN (Continue) + LED and DEN (Continue) + DEN
(w/ RT)) is not as performant as that of one dense and one lexicon-
aware retriever. In particular, the ensemble of two dense retrievers
is even less competitive than a single LED or DEN (w/ RT). The
results are rational because two base models have similar retrieval

Teaching strategies comparison

1. Any lexical teaching 
strategies could improve 
dense retriever.

2. Weak supervision is the key.



Ablation Study

1. Removing lexical examples 
doesn’t change the 
performance but removing 
rank regularization leads worse 
performance than simple dense 
continual training (38.3).
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Table 3: Comparison with Ensemble Systems on MS MARCO
Dev (%). The �rst block results are copied from [4, 26, 28].
⇤ [4] refers to a dense retriever trained with data generated
by lexicon-based methods such as BM25 and UniCOIL. ‘*’
indicates statistical signi�cance compared to their counter-
parts without our training strategies.

Ensemble Systems MRR@10 R@50 R@1k

TCT-ColBERT + BM25 [28] 36.9 - -
TCT-ColBERT + UniCOL [26] 37.8 - -
TCT-ColBERT + UniCOL [26] 38.2 - -
ANCE + BM25 [4] 34.7 81.6 96.9
RocketQA + BM25 [4] 38.1 85.9 98.0
RocketQA + UniCOIL [4] 38.8 86.5 97.3
RocketQA + BM25 ⇤ [4] 37.9 85.7 98.0
RocketQA + UniCOIL ⇤ [4] 38.6 86.3 98.5

DEN (Continue) + BM25 30.4 87.1 98.6
DEN (Continue) + LED 39.3 86.9 98.5
DEN (Continue) + DEN (w/ RT) 39.4 87.0 98.5
DEN (Continue) + LEX (Continue) 40.4 88.4 98.7
DEN (w/ RT) + LEX (Continue) 40.7 88.4 98.7
LED + LEX (Continue) 40.9⇤ 88.3 98.6
LED (w/ RT) + LEX (Continue) 41.1⇤ 88.5 98.7

behaviors and the strong one will be impeded by the weak one if
they have the sameweight in the ensemble system. The latter reason
could also be used to explain why the ensemble of dense and the
traditional term-based technique like BM25 (i.e., DEN (Continue) +
BM25) is less good than the single DEN (Continue).

(2) Although coupling with LEX (Continue) will not introduce
new knowledge to the hybrid ensemble system where LED is the
base retriever, LED + LEX (Continue) can further boost the perfor-
mance of DEN (Continue) + LEX (Continue). The reason behind
this is that the LED scores golden query-passage pairs higher than
DEN, so these pairs are ranked higher in the later ensemble process.
This behavior could be regarded as an instance-level weighted score
aggregation inside the network and it is more feasible to obtain
than tuning the weights of retrievers for each query in the ensemble
system. This observation could from the side prove that our dense
and lexicon-aware abilities fusion inside the network is better than
a super�cial ensemble.

(3) LED (w/ RT) + LEX (Continue) is slightly better than LED +
LEX (Continue) and DEN (w/ RT) + LEX (Continue), once again
proving that our lexical rank-consistent regularization is comple-
mentary to the ranker distillation.

Impact of Di�erent Components. We conduct an ablation
study to further investigate the impact of lexical hard negatives and
rank-consistent regularization method. Tab. 4 reports the results
of removing each component. We can observe that pair-wise rank-
consistent regularization plays an important role in lexical learning
because removing it will bring signi�cant performance degradation
on MRR@10 metric. In addition, we can �nd that both negatives
provided by LEX (Warm-up) and LEX (Continue) are both helpful
for the contrastive training of the dense retriever, and removing
both of them results in a more obvious performance drop.

Table 4: Ablation Study on MS MARCO Dev (%). Negs is short
for negatives. ‘*’ indicates statistical signi�cance.

Retrievers MRR@10 R@1k

LED 39.6⇤ 98.3

w/o Rank Regularization 37.9 98.5
w/o LEX Continue Negs (Nlex2) 39.4 98.3
w/o LEX Warm-up Negs (Nlex1) 39.4 98.3
w/o LEX Mixed Negs (Nlex1 \ Nlex2) 39.2 98.4

(a) Top-ranked samples (b) Bottom-ranked samples

Figure 2: Distributions of model prediction for DEN (Con-
tinue), LEX (Continue), and LED retrievers over MS MARCO
Dev. For visual clarity, we use the query-passage pairs which
the LEX and DEN predict discrepantly as data samples. The
discrepancy is determined by that there is a > 0.2 margin
between their predicted scores normalized over passages re-
trieved for a @. To ensure diversity, we consider two nor-
malization cases, LEX-biased pairs (i.e., LEX’s top-100) and
LEX-unbiased pairs (i.e., LEX’s bottom-100 out of 1000).

(a) E�ects of #Negatives (b) E�ects of _

Figure 3: (a) E�ects of the number of negatives per query on
MS MARCO Dev. (b) E�ects of the regularization weight _ on
MS MARCO Dev.

E�ects on Model Predictions. To further check the e�ects of
learning lexicon-aware capability on the LED, we illustrate the dis-
tribution shift of predictions of dense retrievers before and after
lexical enlightenment in Fig. 3. We can make the following obser-
vations: (1) In both two sets of query-passage pairs, compared to
DEN distributions, the score distributions of LED are clearly shift-
ing to the LEX, showing the success of lexical knowledge learning.
(2) LED’s distribution remains more overlaps with DEN instead of
LEX, which proves that our rank-consistent regularization method
could keep LED’s dense retriever properties, thanks to the weak
supervision signal.



Visualization

1. Comparing to dense (DEN) 
model, LED model’s retrieval 
passages are more aligned with 
lexical model (LEX).

2. Thanks to weak supervision, 
the alignment is not too strong. 
LED keeps most dense 
properties.
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